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Comparison of Trajectory Generation Methods for a Human-Robot
Interface based on Motion Tracking in the Int’Bot

F. Schiiltje!, P. Beckerle?®, M. Grimmer>, J. Wojtusch®°, S. Rinderknecht?

Abstract— The acceptance of artificial devices like prostheses
or other wearable robots requires their integration into the
body schemas of the users. Different factors induce, influence
and support the integration and acceptance of the device that
substitutes or augments a part of the body. Previous studies have
shown that the inducing and maintaining factors are visual,
tactile and proprioceptive informations as well as their multi-
sensory integration. This paper describes the vision-based part
of the human-robot interface in the Int>Bot, which is a robot
for the investigation of lower limb body schema integration
during postural movements. The psychological approach and
the technical setup of the robot, which is designed to imitate
postural movements in the sagittal plane to imitate the human
subject while performing squats, are outlined. To realize the
imitation, an RGB-D sensor, in form of a Microsoft Kinect,
is used to capture the subjects motions without contact and
thereby avoid disturbances of body schema integration. For
generation of the desired joint trajectories to be tracked by the
control algorithm, different methods like an extended Kalman
filter, inverse kinematics, an inverse kinematics algorithm us-
ing Jacobian transpose and approaches based on kinematic
assumptions are presented, evaluated and compared based on
human data. Benchmarking the results with data acquired using
a professional motion capturing system shows that best overall
joint angle estimations are achieved with the extended Kalman
filter. Finally, the practical implementation within the robot
is presented and the tracking behavior using the trajectories
generated with the extended Kalman filter are analyzed.

I. INTRODUCTION

After amputation, major psychological changes of peo-
ple with limb loss concern their body images and body
schemas [1]. While the body image means the psychological
experience of the own body, the body schema is a subcon-
scious, neurophysiological and multisensory representation
of its characteristics [2], [3] and is thus linked to the sense
of having control over the own body. Successful functional
adaptation to the prosthesis is assumed to be reached, if
artificial and intact extremities are equally integrated and
represented in both, the body schema and body image [2].
Deficits in this process related to human information pro-
cessing can be observed as feelings of unrealistic body
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parts or as phantom sensations [4]. The duration of the
re-regulation process of such sensations is found to be
about four years [2], [5] and the mentioned symptoms seem
to be due to disturbances in the experience of the body
schema and image [3]. Manipulation of the body schema is
a promising approach to improve prosthetic intervention due
to experimental investigations of the Rubber Hand Illusion
(RHI). These investigations can be performed with a passive
rubber hand [6] or with a robotic hand prosthesis [7]. First
investigations on transferring the Rubber Hand Illusion to
the lower limbs in terms of a Rubber Foot Illusion show
significant changes in survey data while results differ re-
garding the proprioceptive drift [8], [9]. The Int?Bot that is
subject of this paper represents a robotic concept to perform
such experiments during lower limb motion as proposed
in [10]. Therefore, it imitates human postural motions based
on data acquired with a Microsoft Kinect camera. The noise
of the Kinect RGB-D sensor measurement and the derived
Cartesian human skeleton joint positions obtained by the
NITE algorithms [11] is fairly high with up to 40cm
standard deviation [12], [13], [14], [15], [16]. Alternative
approaches to human motion tracking are particle filters
using RGB-D data [17], extended Kalman filters (EKF)
fusing RGB-D and gyroscope data [18] or EKF with marker-
based measurement [19]. This paper deals with the vision
part of the human-robot interface in the Int?Bot using an
Microsoft Kinect sensor. For motion tracking of the human
leg, the NITE algorithms [11] , which are optimized for a
frontal view of the sensor, are utilized. Section II briefly
explains the psychological test design and the robotic setup.
Furthermore, the aquisition of human motion data using the
Kinect and the Qualisys system are presented in Section III.
In Section 1V, different algorithms for trajectory generation
are described and the extended Kalman filter, the inverse
kinematics and an algorithm using the Jacobian transpose
are pointed out. Furthermore, the results of the different
algorithms are compared and experimental results are shown.
In Section V, the implementation on robot and experimental
results are shown. Finally, a conclusion and an outlook are
given in Section VI.

II. CONCEPT

The test design proposed by the authors to investigate
Rubber Leg Illusion (RLI) and its maintaining factors during
movement using the robotic setup from [10], [20] is shown
in Figure 1. It aims at examining the RLI during postural
movements. As a lack of satisfaction in postural motor
functioning irrespective of the prosthesis technology and a
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Fig. 1. Functional concept of the Int?Bot based on [20]. Solid arrows

represent signal and power flow in the control loop. Dash-dotted arrows
indicate multi-sensory feedback channels.

significant correlation between appearance as an indicator
of subjective body schema integration is correlated with
postural movement satisfaction [20], [21]. The test design
from [10] requires the robot to imitate human postural
motions, while the participant stands close to it, to investigate
influences like synchronous and asynchronous feedback mo-
tivated by [22] or the impact of distance between participant
and robot motivated by [23]. Furthermore, proprioceptive
drift and the questionnaire from [23] are analyzed as well
as control variables like ambient conditions. Robot motion
is limited to squat motions of one human leg in sagittal
plane. At the same time, the imitated leg of the participant is
hidden to enable the occurrence of a RLI regarding the robot.
The functional concept of the Int?Bot according to [10]
and possible extensions described in [20] are depicted in
Figure 1. The mechanics of the robot mimic appearance
and functionality of foot, shank and thigh as well as the
knee and ankle joint. A Microsoft Kinect sensor is utilized
for contactless motion tracking for the generation of desired
trajectories for controlling of the robot to imitate the human.
Control and compensation algorithms utilize proprioceptive
sensor data from the robot joints and calculate the required
actuator inputs. Human experiments are approved by TU
Darmstadt ethics committee.

ITI. DATA ACQUISITION

In Figure 1, data acquisition by the Kinect camera is
shown. As a reference, a tracer system is utilized to ex-
amine the error caused by the trajectory deviations of the
Kinect camera. Since the Int?Bot is intended to be used
for investigating RLI during postural movements in sagittal
plane, squats are observed in the reference measurements.
As squatting movements with a frequency of 0.5Hz are
required [10], the subject is asked to hold this speed. A
metronome is set up to give the subject a reference signal for
the squatting speed. Figure 2 shows the reference system for
the Kinect sensor and the tracer system. The tracer system
is referenced to a L-shaped marker set, which is placed in
the area to be tracked, before the experiments. Based on the
segments of this marker set, reference axes are determined.
Based on the shanks of the L-shape the reference axes

including the root point is calculated. The reference axes of
the Microsoft Kinect sensor is located in the RGB-sensor. To
be able to compare the two measurement systems the axes
are aligned with their origin in the subject’s right ankle by
transformations.

A. Human data acquisition

The concept for the acquisition of the desired trajectories
for the control algorithm with a Kinect sensor is introduced
in [10]. One main goal of this human-machine interface is to
avoid disturbances of the RLI. A contactless motion tracking
without markers or other sensing on the human body is
aimed for. Therefore, the joint angles of knee and ankle are
determined by skeleton tracking of the participant. In contrast
to the knee angle, which can easily be determined with the
positions of shank and thigh, the vertical vector of the room
is additionally necessary to track the ankle angle, as this is
not provided by the OpenNI package and PrimeSense NITE
middleware [24], [25]. The approach in [10] proposes the
calculation of the ankle angle based on the shank position
and an estimation of the ground surface with a marker based
approach. For the implementation of the concept from [10],
the OpenNI package and PrimeSense NITE middleware are
combined with a LabVIEW project for motion acquisition
[11]. This allows transfer of the desired trajectories from
skeleton tracking to the computed torque control. Yet, it does
not provide tracking in real time, since only the control algo-
rithm is running in the deterministic loop of the LabVIEW
program. The data captured by the Kinect is transferred to a
Host-PC via an universal serial bus connection. The Host-PC
is connected via local area network to the CompactRIO on
which the real time environment is implemented. According
to early tests, the best results for tracking the lower limbs
are obtained if the Kinect sensor is located in 3m distance
of the participant and aligned to the saggital plane of the
subject, slightly below knee height. The skeleton model of
the tracking software is depicted in Figure 2. Here, the
coordinates that are available from the software are marked
by black dots. Furthermore, the grey-filled dots indicate
the coordinates, which are used for joint angle calculation,
excluding the torso marker. These coordinates represent the
vectors a, pointing at the right ankle and &, for the right
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Fig. 2. Skeleton model (left) and test setup with reference systems for
Kinect and Qualisys (right).



knee as well as h, and h; for the right and left hip. Instead
of defining a basis for the calculation of the ankle joint
angle using markers, the coordinates a,, k.., h, are used to
determine the mean normal vector of the body relatively to
the ground, while the subject is standing upright. Assuming
the difference in depth distance between the Microsoft Kinect
and the ankle, the knee and the hip point is zero while
the subject is standing upright. The rotation matrix 6 which
rotates the orientation of the Microsoft Kinect by the value
of « origin is calculated by

1 0 0
6= 1{0 cos(a) —sin(—a)|. (1)
0 sin(a) cos(«)

Using this, the differences in depth z, — =, ©, — ) and
x, — xp, are minimized after the test rig is set up but before
the actual measurement.

B. Human reference data

To quantify the precision of the Kinect sensor, a dataset
for comparison was measured. A motion capture system
(Qualisys, Oqus 3+ cameras) is used to record squads in
parallel to the Kinect. The motion capture system (240Hz)
uses 8 times the measurement frequency of the Kinect
sensors (30Hz). 10 cameras were placed around the subject
to determine the 3D coordinates of 18 reflective markers.
Markers are placed at prominent body locations to determine
joints and segments similar to the segmented model used by
the Kinect skeleton tracking. To determine the position of
the head, a marker was placed between the eyebrows. Trunk
position is determined by placing markers at the neck (7th
cervical vertebra), the chest (sternum) and the lower back
(sacrum). Leg placement is measured by markers placed at
the hip (trochanter major), the knee (2 cm proximal of the
lateral joint space on the lateral femoral condyle), a marker
at the ankle (lateral malleolus) and a marker at the toe (5th
metatarsophalangeal joint). Arm alligment was measured by
a marker placed on the shoulder (acromeon), the elbow
(olecranon) and the wrist (processus styloideus ulnae). Arm
and leg markers are placed on both sides of the body. In
the calibration process, the Qualisys system determined an
error of about 1.08 mm when measuring the distance of 2
markers, placed on the calibration wand, moved through the
calibration area.

IV. METHOD COMPARISON

This section deals with the comparison of diffrent al-
gorithms for generating suitable trajectories for the angles
from noisy Kinect joint position data. After presenting the
algorithms to be compared, criteria for their assessment are
defined. In the last part of this section, the results of the
algorithms using the data from the Kinect camera and the
comparison with the Qualisys measurments are shown and
discussed.

A. Methods

First measurements using the Kinect camera showed that
the limb length of the estimated shank and thigh varies over
time. Based on these first findings all investigated methods
are implemented in two versions. One version assuming
pre-defined segment lengths based on an intial static mea-
surement of the subject and another with dynamic length
adjustment. For the latter case, the algorithms are extended
considering varying joint distances of the actual time step by
by calculating the differences of the joint positions.

Vector operations

In [18], the knee angle is calculated using vector operations.
For the determination of the joint angles from the skeleton
coordinates, the vectors of shank p; = a, — k, and thigh
p2 = h, — k, are calculated. The angle between the vectors
p1 connecting knee and foot and p, connecting knee and hip
is caculated using

h=m —cos ! (]311?2) . 2)

[[pa] - []p2]]

The angle between the ankle and the horizontal axis of the
room is calculated by

0= T cos! (M) ) 3)
2 || = pall - llesl|

Using the normal vector

0
es= 1|0 |, “4)
1

aligned with the vertical axis of the room by initial manual
adjustment through transformation. Based on these calcu-
lations different methods with various assumptions are de-
veloped. The most simple approach assumes pure vertical
movement of the hip point, while another one calculates
the hip point from the torso point and a predefined offset.
Beyond this, the most complete approach takes into account
the inclination of the upper body.

Extended Kalman filter

The extended Kalman filter [26] is a statistic method which
is capable to estimate future process variables under the
use of system information. In general, the process of the
extended Kalman filter can be split into two steps: prediction
and update. The implementation proposed in this paper uses
the angles of the foot ¢ and knee ¢ as internal state vector
X = [¢ ¢]T and a constant position model according to [19].
Based on the internal state vector of the previous step, a
prediction of the internal state vector in the actual time
step is calculated. Applying the constant position model this
prediction is given as follows:

Xk = f(xr-1)
Xk = Xk—1-

®)

This constant position model leads to constant state estimates
between the time steps, which is appropriate due to the
slow motions of the robot. The matrix of partial derivatives



of f with respect to y is given by a unity matrix A with a
dimension of two calculated by
ofi .
Az,] 8Xj (Xk—lauk—l)- (6)
The covariance of the process is given by a unity matrix @
and the covariance of the measurement is given by a unity
matrix R. Based on A, (), and the covariance Pj_; of the
previous state, the covariance is projected ahead by

P = AP 1 AL + Qp—1. @)

Using the projected state vector and the projected covariance
the update step is executed. The positions of the hip and
knee joints of the subject are considered, in the measurement
matix h, which calculates the Cartesian joint positions from
the internal states and corresponds to the kinematic function

lssin() + L sin(¢ + @)
1 cos(t)) — lycos(vp +¢)) |
The matrix of partial derivates of h with respect to the state
vector X is calculated using

h(xx) = (®)

Oh;
H; =
sJ aXJ

For the Int?Bot the resulting H matrix is given by

7 lscos(¥) + licos( + @) lycos(v + )
T | lgsin(@) + Lsin(y + @) I cos(¥ 4 @)

(X 0). 9)

(10)
Using this, the Kalman gain is calculated by

Ky = P, HE (H P, HiY + Ry,) ™" (11)

Next, the internal state is updated using the Kalman gain and
the actual measurement of the Cartesian joint positions. The
measured Cartesian hip joint positions of the actual time step
k are represented by the vector z; = [, ynx]? and the
updated internal state by Xx.

Xk = X + Kik(ze — h(Xy,0)). (12)
For the prediction step, covariance is updated by
P, = (I - Ky Hy)P,, (13)

where I represents a unity matrix. Measurement noise is
taken into account as a diagonal matrix of squared sensor
noise of the Microsoft Kinect. For the Int?>Bot it is considered
as a diagonal matrix with element value of 25. The process
noise is determined as a diagonal square matrix by empirical
tests with values of 0.25.

Inverse kinematics

The inverse kinematics function, mapping joint to workspace
positions, is common in robotics. Here, it is is given by

_ T — ¢ sin(¢)
Nl
12
(14)

cos™1 (4 2timt
Using this algorithm, main issues are singular configurations.
These singularities occur when the determinant of the direct
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Fig. 3. Inverse kinematics algorithm using Jacobian transpose [27].

kinematics equals zero. In the case of the Int®Bot, this
occurs if the thigh is aligned with the shank. This means
that the knee always have to be in a slightly bent position.

Inverse kinematics algorithm using Jacobian transpose
An algorithmic solution of the inverse kinematics problem
uses the transposed of the analytical Jacobian to map the
measured Cartesian joint positions to the joint angles [27].
Assuming that the Jacobian is square and nonsingular,

q=J1"(q)(Fa+ Ke), (15)

leads to the equivalent linear system é + Ke = 0. Based on
the direct method of Lyapunov the function candidate

Vie) = %eTKe, (16)

is given to derive an algorithm which ensures error conver-
gence without the requirement of linearization of (15). In
this, K is chosen to be a symmetric, positive definite matrix
and V is selected in a way that it fulfills V(e) > 0Ve #
0,V (0) = 0. Derivation of V' leads to

Vie)=eTKyxq— el Kxe.. A7)
Replacing y by Ja(q)d and ¢ by J4(q)Ke leads to
Vie)=e"Kxq— " KJa(g)Jh()Ke.  (18)

Equation (18) is negative definite and hereby asymptotically
stable. Figure 3 illustrates the resulting block scheme. Using
this algorithm, issues occur when the hip point lies beyond
the area of movement of the Int?Bot. Beyond this area, a
solution does not exist and the algorithm will not converge.

B. Assessment Criteria

The mean error between the data generated with the
presented algorithms using the Microsoft Kinect and the
tracer system Qualisys calculated by

Z;L:l ||7/}Kinect - wQualisysH
- .
This mean error is used to compare the investigated methods
regarding their ability to restore the trajectories. It shows the
general accuracy of the methods. Yet, single outliers are not
considered in this value due to averaging. Hence, standard
deviation is calculated in addition to rate such outliers

19)

'(/)error =

n

1 _
0= n—lz(Xi_X)Q‘

=1

(20)

Using both, the mean error and the standard deviation,
the comparison of the algorithms should help to find an
appropriate solution for implementation.
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C. Results of comparison

Based on equations (19) and (20), the investigated methods
are evaluated and compared in this section. The results
are shown in Figure 4 using a bar plot of the mean error
including the corresponding standard deviations as error
bars. From the left, the compared methods are: extended
Kalman filter with Recursive Least Squares for segment
lengths estimation (EKF+RLS), extended Kalman Filter with
variable (EKFV) and fixed (EKFF) segment length, inverse
kinematics with variable segment length (InvKinV) and
fixed segment length (InvKinF), algorithm using transposed
Jacobian with variable (JacTraV) and fix segment length
(JacTraF) and vector operations based on the torso point
without taking into account the inclination of the upper body.
(KinTor). In general, the use of a fixed leg length leads to
slightly better results than considering length variations. For
inverse kinematics, results obtained by considering a fixed
leg length are distinctly better. Best results are achieved using
the extended Kalman filter with fixed leg length. Those show
a mean error of 0.45 rad and a standard deviation of 0.31 rad.
Anyhow, the measurements are generally dominated by a
high standard deviation due to issues of the RGB-D sensor.
If the criteria are evaluated specifically for each particular
joint, the EKF using fixed leg length shows only third best
results for the ankle but the best results for the knee angle.
For the ankle the best results are delivered under the use of
the vector calculations.

V. IMPLEMENTATION IN INT?2BOT

The extended Kalman filter using constant leg lengths
and the constant position model showed the best results in
offline tests. Therefore, this method is implemented in the
Int?Bot. Additionally, the vector operations are implemented
as this method provides simple realization and rather good
performance in previous tests. All Methods are implemented
in combination with elementwise lowpass filtering of the
Cartesian skeleton coordinates to reduce the high standard
deviation, which the Methods itself could not handle. Both
methods require a vertical reference vector, as the Kinect is
adjustable in its angle of view and the measured vertical array
might not be aligned to the one of the workspace. Therefore,
a rotation matrix is implemented to rotate the measurement
axes to be aligned to the axes of the workspace as pointed
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out in section III. During the measurements, the subjects
receive an acoustic signal to match their squat frequencies
to the one demanded by the experiment. The lowpass filter
which smoothens the noise of the Cartesian joint positions is
implemented with a cutoff frequency of 1.0 Hz and used with
both trajectory generation methods. Beyond this frequency,
sensor noise increases and affects estimation accuracy. Due
to this low cutoff frequency, a time shift occurs even at
low squat frequencies. In Figure 5 and 6 squatting with
frequency of approximate 0.5 Hz is shown. The maximum
position error at the ankle is 7.77 ° with a standard deviation
of 4.23°, while at the knee the maximum error is 13.98 °
and shows a standard deviation of 8.32°. Figure 5 shows
the angular position and error of the ankle and Figure 6
the corresponding plots for the knee. Both figures present
measurements acquired by using the robotic setup of the
Int?Bot, with the subject squatting at approximately 0.5 Hz.
The ankle and knee position trajectories generated with the
EKF are given by the dash-dotted grey lines and robot
positions are presented by solid black lines. The error of the
corresponding joint is given in the lower plots. The maximum
errors are 7.77° for the ankle and 13.98 ° for the knee. The
mean error for the ankle is 2.96 ° and 4.79 © for the knee. The
delay that can be observed between human and robot motion
has several reasons. Kinect processing and the data transfer to
the Host-PC causes a time shift of about 90 ms, calculations
of the Host-PC and the CompactRIO are discretizised with



a sampling frequency of 100 Hz causing a time shift of
approximately 10 ms and the local area network connection
cause an additional time shift of up to 15ms. Hence, the
total time shift can be approximated to be about 125 ms and
the time shift caused by the lowpass filter might be increased
depending on the squat frequency. Although the significant
delay caused by transmission and filtering occurs, the meth-
ods for trajectory generation show good performance in the
operating range around 0.5 Hz. Yet, body schema integration
experiments are limited to preliminary tests up to now.

VI. CONCLUSION

In the Int’Bot, robot trajectories are to be generated
from human motions captured by a Kinect RGB-D sensor.
As sensor data shows high measurement noise, different
methods for trajectory generation are investigated in this
paper. The inverse kinematics function and the corresponding
algorithm using the Jacobian transpose do not show sufficient
results in first tests. Since best results are observed using the
extended Kalman filter, this approach is implemented in the
robot. Furthermore, vector operations in combination with
elementwise lowpass filtering are investigated due to the sim-
plicity of this algorithm. Both implemented methods can be
used to imitate the postural motions of subjects. With mean
errors of 2.96 ° in the ankle joint and 4.79 © in the knee joint
at squatting frequency of 0.5 Hz, the extended Kalman Filter
shows the best results in the experimental examinations. Due
to the NITE algorithms for motion capturing and skeleton
tracking, Cartesian joint positions show a dynamic error of
up to 40cm. To smoothen those, a lowpass filter cutting of
frequencies above 1.0 Hz is implemented with both presented
methods. Despite the significant delay caused by this and the
significant standard deviation causing bad measurements, the
methods for trajectory generation show good performance in
the operating range around 0.5 Hz. Yet, for the application
in RLI, the sensor and its interface to the real-time controller
should be improved. The remaining limitations of the current
robotic setup regarding body schema integration experiments
are anyhow mainly caused by insufficient quality of sensor
data, since presented methods show good results when they
are applied to Qualisys data. In their future works, the authors
will investigate new depth sensors. With the extension of the
robot by an orthosis as proposed in [20], an optical encoder
will be implemented to measure the human knee angle with
higher accuracy and incorporate this in the algorithms. Based
on the improved motion imitation, psychological experiments
on body schema integration will be deduced.
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